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Abstract— In the 20" century it is been observed that there is drastic increase of information on web and the
biggest reason for that is the availability of computation and content transferring on internet is increasing and it
is not a less known fact that everybody is seeking for the most relevant information , it is been already know
that since the beginning of the era of internet the search is quite a challenging problem and also a necessary
problem to solve , however there are already plenty of solutions available for the search engines and they are
serving us quite well but as the searching content and the users seeking for the content is increasing second by
second it became necessary for us to move forward and experiment other techniques as well , best way to
compare two sentences is to compare their similarities there are basically 2 types of similarities word based and
semantic based similarity nowadays search engines are been built on either of similarity and in this paper we
will see how can we implement a powerful search technique which leverages both the techniques , ideally
semantic based similarity is a machine learning based technique which uses encoder model to generate semantic
vector which are discussed in more detailed manner in the paper , another dimension that we shouldn’t ignore
while solving this problem is time it is important to understand that user will spend more time .

Keywords—Machine Learning , Artificial intelligence, NLP, LSTM, Search Engine, Encoder Model, Deep
learning, Bert, Universal Vector Encoder

1. INTRODUCTION

In the era of technology where world is moving towards web. Digital content has become new
source of knowledge gaining however with respect to digital content the complexity of solving
the searching problem is also increasing. As era change, it is been observed that the
innovations are not only coming from one domain but from several domains. It also became
necessary to provide the best possible search results for the given query that too in an
optimized manner. In content searching it is a necessary for any business to give their users
provide the most relevant results. There are many deep learning architectures[1] which can be
used to generate some quality search results as these models are already pre-trained on lots of
text data .The pre-trained models are specifically designed to extract the semantic information
from the text which could be used to compute the semantic similarity [2]. However, there is
exhaustive number of techniques to compute the similarity between two points [3]. There is
another very simple technique called word based similarity [4]. Another approach could be to
combine the both mentioned similarity techniques. However, combining the results will not be
as trivial as it sounds so we will experiment the techniques in order to get the best possible
output. Another aspect for the problem is the latency where we already know the user will not
even spend more than 0.5 second for the results. To tackle the latency problem we will be
employing the technique called inverted indices [5].The main aim of this study is to solve the
above stated problem using some machine learning techniques and software engineering
approaches by using the data of the stack overflow to give relevant search results to the user.
One of the major key points which should be taken into the consideration is the latency
requirement for the above problem is that, the user will not spend more than half a second to
get the results so the latency requirement for this problem would be less than 0.5 second. So
objective of the search engine is to give most relevant results from the available answered
questions to the user using the similarity based techniques in a computationally optimized
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manner. So from the design stand point we will be building a Q/A search engine which on the
run time takes the query question as text and give the most similar answered by using the text
and the semantic similarity of the query as results to the user in less than 0.5 second.

2. RELATED REVIEW

This section will discuss about the different researches uses and comparison of previous
search engines models used in internet search.

In [6], the author proposed a method for converting node to vector in a graph, they
named it node2vec. The author proposed this technique to convert each of the node of the
graph to a vector. The author discussed about feature learning in graph can be done using the
optimization of graphs. It also explains the exploration-exploitation trade-off on different
search techniques. In [7], author proposed an algorithm to traverse the data randomly in a
graph network, they called it Random Walk. The author discussed about how to generate
embedding from randomly created paths. The author also discussed about the useful of
randomness in creating the paths of graph networks. In [8], author proposed a research about
the role of matrix factorization in recommender system. The author discussed about the
collaborative filtering and how it can be used for recommendation system just by shaping the
problem in the optimization problem. The author states that matrix factorization plays vital
role in reducing the dimensionality of the data.

In [9], the author proposed architecture of Docker, in the proposed work author
discussed about its comparison with the virtual machines. In the proposed research work the
author shows how Docker can be used to experiment different environment through docker
images and can be contained in the container of a docker as an instance. The author also
shows that how docker can be a light alternative to the virtual machines and also how docker
containers can be computational efficient against virtual machines. In [10] discussed about a
search engine called Elastic search, in the proposed work the author discussed about the ways
of searching through a data corpus. The author also discussed about the optimizations which
can be effective and useful in the search. In [11] author discussed about a technique using
which we can generate the similarity between 2 sentences, named as word based similarity. In
[12] author discussed about a technique which can be used to generate the similarity score
between two sentences using semantics of the sentences, they named it sentence based
similarity.

In [13], the author discussed about deep learning architecture using which we could
generate a semantically stable embedding for the sentences. They named it as Encoder model
, The author proposed this algorithm with feeding the sentences as a different time steps
sequentially. In [14], the author discussed about a encoding technique called word2vec. The
author states that technique could be used to generate semantically stable embedding from a
single word. In [15], the author proposed and discussed some techniques on computation of
similarities which is ideally proposed for the recommender system. The author also discussed
about the advantages and disadvantages of the techniques.

In [16] the author discussed about the different aspects of exploratory data analysis. In
the proposed work, the author mentioned different methods to visualize and interpret from the
plots and graphs. In [17] the author discussed about the preprocessing techniques which can
be useful for the natural language data. In the proposed work the author pointed out different
preprocessing methodologies for different types of data.

3.METHODOLOGY USED
3.1.Dataset Used



Dataset has been collected from stack overflow data dump [18]. The dataset has been further
divided into more than 200 categories out of that four categories is been used for the further
analysis of this paper that is Computer Science, math, data science, artificial intelligence. Each
category contains the questions and answers related to their name. Each category has a single
XML file contains following attributes

e Id: Feature contains the unique values of each posts.

o PostTypeld: It shows the type of post (in case of answers PostTypeld is 2 in case for
questions it is 1)

o Parentld: It contains the values which shows what is the Parentld of the Post (For
answers Parentld is the 1d of its Question)

o Body: It contains the text it can be Question or Answer,

« Title: It contains the Title of the Post

e AnswersCount: It contains the values showing how many number of Answers Are
there.

e Tags: It contains the Tags of the Post.

e Category: Shows Which Category it belongs to.

e CreationDate: Shows the Date and Time of the Post Creation

Out of the following attributes only some attributes are of use for building our models i.e.,
Body, Title.

3.2. Exploratory Data Analysis

This section is about the analysis which is done on the data to get the useful insights which can
be helpful for the search engine problem. Firstly data must be downloaded from stack
overflow data dump. As our data is in the XML files so we have to make sure that our data
takes shape of necessary format. Exploratory data analysis needs be applied on our data so that
the insights of the data could be fetched in order to build robust search engine.

Elastic Search is employed which is containerized in a docker Instance. A data dictionary is
used which contains each key as unique id for the question and values as a title and answers
for the fast retrieval of the questions using ids, so as we will be combining the title, question
and answer and then this data will be fed to the elastic search which is containerized in docker.
Exploratory data analysis is a crucial step before building a solution for a business problem.
So some plots and graphs are plotted in order understand our problem better. Figure 1 shows
the Number of questions versus year plot. Figure 2 shows the Number of answers versus years
plot.

Numbers of questions aver the year Numbers of answers over the year

10000 8000

g 8 2

=3

=
Number of answers

000

. 200
20

1000

M0 01 W0 N N5 W6 W7 AW
Years

010 01 m 013 04 2015 2016 017 019
Years



Figure 1: Numbers of Questions over the year Figure 2: Number of answers over the years

Figure 3 shows the Number of unanswered questions vs years plot. Figure 4 shows the
Number of Questions from each category plot.
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Figure 5 shows the Questions Word Cloud. Figure 6 Answers Word cloud.

Ntr. thank ?:1koed d - 30 0b 1 an pee— n '.'5';%“1[‘“ lia
fogei] 1] J307E Code™R oo (Y FRVECTE e TERCS
C l a $ S ;m a h ::U')S"rtng "":,-?H""‘ hitps lé ’Aone 4

unders

T % g ) 2 ofollow norefe
fT;: > stac 2% \ f ¥ el ’ 1model
S %cla55‘~ v it
tine 3
p“L ' “- S C 'S ( Plgt&thlbtcckmchanqe time
Strong | re].k nOfOllOW © , ' 11Ner:
vexanple. STQ 1MGU ralse 2% Qe M3y St rong g A S roet L, T
) salve x T e - Ir f‘l’ean, ;E user x ke
x omment witraur Atips stach T e 5 g ot |
mathwcontalner T Ml bt
a) Lur ang |‘ 1= ' m '_‘ EJ(J XLL ,,,,,
want c = UTET Y—better st
take <
ot o 'y 3 = 4 0] %E.?mp g O,.ntfpi.an
. pr oblem crii code pre P iinhers & Chlpouri
1 Imath stackpxghange : e Vg = E Q-g ven '_‘ - Jjailn
Cirg sr:( l]f\%t LO]'\"‘ d:'.,/smean c. er— - 5 - —I(‘
L > 3 O e — Saow ;o Y L1 5
o - =! npul
notTollow noreferre w’ gy Y 4 m .,_-ED U v function
Figure 5: Questions Word Cloud Figure 6: Answers Word cloud

3.3.Proposed Model

This section discuss about the proposed model of the search engine which is used in this paper
to build search engine. Firstly a query text will get embedded through our encoder and then
both our search text and embedding would be passed to elastic search container independently
to get the score and then it will get added using weighted sum and on the basis of that we will
select the answers having top 10 scores. The model depicted in this section includes the all the
bits and pieces used and discussed in the above sections. Finalized model can inferred from
Figure 7.
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Figure 7: Hybrid search engine model

4. EXPERIMENTAL RESULT ANALYSIS

This section will discuss about the results and analysis of different models used in this paper
for building the architecture

4.1.Universal Sentence Encoder Model

In this section we are using the Universal-sentence-encoder to generate our embedding. The
universal sentence encoder model is the state of the art NLP model which encodes sentences
into embedding. The model takes a sequence or sentence as input and returns 512-dimensional
data for each query text. After feeding your data to elastic search we need to define a search
function. Search function gets the text based similarity scores and semantic based similarity
scores and combines them with weighted average by giving more weight to semantic
similarity scores than word based similarity scores. Figure 8 defines the result from Universal
Sentence Encoder Model if the question is “what is red black trees?”



title : why shounld leaf nodes in a red-black tree be bhblack?
cuestion =@ from the praopercy of red-black treses wWwe Enaow That: a1l
leaves (nil) are black. (2ll leaves are sames color as the rooct.)
{comren et al "imtroduacticon to algorithm=s") but what iz the reas
that we shonld enforce them as bhlack, even thoungh they'rs mill'™"s7?
subanswer 1 : take a uncolored leaf node, now vou can color it as
ejither red or black. if yon coclored it as red then you may hawe
chance that wour immediate ancestor is also red which i=
contradicting (acoording to basic principle). if ywoun ococlor it as b
then no problem ewen though the imnmediate ancestor is red. and al
no changese in the number of black nodes from root to leaf paths{i.e
eyvery path get +1). thi=s may be the possible reascon behind that.o
subanswer 2 : it'"'s simply & part of the definition of a red-kblack
crease. it i= also necessary to maintain ome of ©the octher rales
associated with red-black trees: if a node i=s red, then both its
children are black.

—————————————————————————— NS EE a8 A e e e e e e e e e e e e e e
title : red kblack tres clarification

goestion = i am guite new to red-black trees, and therefore i am
hawving a bit of difficult time trving to understand them.one of the
prapercies of the red-bPlack tree iz that ewvery red wertex muast hawvwe
Cwo black children, meaning one cannct hawe two consecuatiwve red
srertices.can Someone explain vto me why this is an essential property?
what are the benefits of having such a property?

subanswer 1 : the properties of a red black trese allow insertcicol,
deletion and search im Fo{log(n)lF. i guess yvou can find a prowve
online somewhere. when an element is inserted or deleted. a fix—mmp iz
done, it imwolwes rotcatcions in a tres, So the properties =ctill hold.
this sensures the tree is guitebalanced at all times and search is
cuitce fast at all times.

subanswer 2 =z if wyou check the proof height—balancedness of red-bhlack
creses, You'll ses that we essentially analyse the Rlack—-heighto Sh_bs
of the tree which, by another important invariasant, is the number of
black nodes from the root to any leaf.the property you cite then
give=s uz the right half offi\gguadidisplaystyle h b{t) “leg h{tc) “leg
2h b(t) E,which allows us to carry over bounds on black—height to
usual height .

————————————————————————— T = T L B i
color of a black red tree

gqnestion = is reguired that, in a black red treese, the colcocr for
the root is always kblack. howewer, wikipedia arguses that this rule
can be omitcted a= a red root can alway=s be changed To lack but Dot
wice wersa. i get the £i Tt half, that a red rooto can be changed to
black at any timse, but in what circumstances i it Impossibhble oo
changs a black node to red?for instance, consider the bhranch: black——
red——lkblack—red—black. wWwe can alwawys changes it to red——black—black—
—red——bhlack, since a black node does not nesed to have red childrern.

]

-

subanswer 1 : the rocot colour of a red-kblack tree carries no
significance. in factc, Yyou can =Save memcry by not encoding itT.
didactically, it is meaningful to tealk about & roott'"s colouar Co
illumnstcratese what it means to be red or black, because it i= a =special
case because it has no parent which is going to count it when it
evaluates the =Sixth restricvtiom in wWwikipedia's listc that the path
Ffrom a particular node to a leaf shonld contain the same nuamber of
black nodes) .as for wour more general oguestion about when changing &
black mode Tto a red one igs allowed: & et of nodes can be repainted
if afterwards, the black—-height critericom is still sacisfied. £or

examplse, if & of the treese iz =saturated ([(irf T iz at depth Sk,
chere are S2"7{klE nodes) , chen ywou can colour that row black. Wwou mayy
not oolouy only part of a {(=saturated or mot) red row bBlack. anotcher

Figure 8: Universal Vector Encoder Result
4.2.Analysis using Bi-directional Encoder Representations from Transformers

This section discusses about the results and analysis of model using Bi-directional Encoder
Representations from Transformer (BERT). We are using the BERT to generate our
embedding, BERT Is a transformer based model which encodes text into embedding. The
model takes a sequence or sentence as input and returns 512-dimensional data for each query
text. After feeding your data to elastic search we need to define a search function. Search
function gets the text based similarity scores and semantic based similarity scores and
combines them with weighted average by giving more weight to semantic similarity scores
than word based similarity scores. Figure 8 defines the result from Universal Sentence
Encoder Model if the question is “what is red black trees?”



————————————————————————————— HNETEE EE e e

title = why should leaf nodes in a red-black treese be black?
gquestion : from the propertwy of red-kblack trees we know that: all
leawes (nil) are black. (all leawves are same color as the rooct.)
{comren £t ol "introdaction to algoricthm=s") Pbut what is= the reason
that we should enforce them as black, even though they're nill'"s?
subanswaer 1 @ take & uncolored leaf nods, now you can ocolor itc as
eitcther red or black. if yon colored it as red then you may hawve
chance that wour Iimmediate ancestor i= alsco red which iz
contradicting (according to basic principle) . if you color it as black
then no problem ewen though the immediace ancestor is red. and also
no change in the number of black nodes from root to leaf paths({(i.e
every path get +1) . this may be the possible reason behind that.
subanswer 2 @ it'"s simply & part of the definition of a red-bkblack
crese. it is also necessary o maintain one of the other rules

associated with red-black treses: i
children are black.
——————————————————————————— Tialsn s L e e e e === ———
title = red black trese clarification gquestion @@ i am guitese new To
red-black trecez, and thersefore i am hawving it of difficult Ttime
crving to understand cthem..ons of the propertises of the red-kblack tree
iz that ewvery red wertex muast hawve Two black children, meaning ocne
cannot hawve Two consecutive red wvertices.can someone explain to me
why thi= jij= an essential property? what are the bhenefits of hawing
such a propercy?

subanswer 1 :© the propertises of a red bhlack tree allow insercion,
deletion and =search inm So{(log{m) ) s i guess you can find a praowve

a node is red, then both its

online somewhere. when an element is inserted or deleted. a fix-—mp is
done, it imvolwes rotations in a trese, so the properties =till hold.
thi=z ensures the tree is guitebalanced at all times and search is
cguite fast at all times.

subanswaer 2 : if wywou check the proof height-balancedness of red-black

treez, wou'll see= that we essentially analyse the black—height Sh_bg
of the tree which, by anothery important invarianc, is the number of
black nodeses from the root To any leaf.the propertcy Yyou citce then

giwve= u=z e right half offivgguadidisplaystyle h bt} “leg hi{t) “leg
Z2h bi(t)F,which allows u=s to CcaArry owver kbounds on black-—height To
usual height .

————————————————————————— -Answer No:3ji-——m———m———————————— — ——— —— —— ———
title : root color of a black red tree
gquestion = it is reguired that, in a black red treese, the color for
the root is alwawys black. howewver, wikipedia argueses that this rale

can be omitted as a red ot can alwawvs be changed o Jack but not
wice wersa. i get the f£i t half, that a red root can be changed to
black at ny time, but in what circumstance is it impossible to
change a kblack node to red?for instance, consider the branch: black——
red——kblack—red——black. we can alwaws changese it to red——black—black—
—red——black, =since & black node does not nesd ©to havwe red children.

subanswer 1 - the root colour of a red-kblack tree carries no
gignificance. in factc, Y¥ou Call Save memosry by ot encoding itc.
didactically, it is meaningful to talk about a root's colour Tto
illustrate what it mean= Tto be red or black, because it i= a =spescial
case becanse it has oo parent which ji= going to count it when it
evaluates the sixth rescriction in wikipedia'"s l1listc (that the patcth
from a particular node to &2 leaf =honld contain the same number of
black nodes=s) .as for wyour more general cuestion about when changing &
black node to a red one is allowesed: a set of nodes can be repainted
if afterwards, the black—height criterion is still satisfied. for
example, if a of the tree is saturaced (if it is at depth 5k&,
there are £$27{kl% nodes), then you can ocolour that row black. wou may
not colour only part of a (saturated or nmot) red row black. ancther

Figure 9: BERT Encoder Result

4.3. DISCUSSION

On the Basis of the above results shown in Figure 8 and Figure 9 this has been shown that the
results are very similar in terms of quality. It is been also observed that model BERT model is
quite complex and requires somewhat slightly more time in order to generate the results than
universal vector encoder model so it is better choice to proceed with the universal vector
encoder model.



5. CONCLUSION AND FUTURE SCOPE

In this paper, universal sentence encoder and BERT technique has been used for the analysis
of this hybrid similarity search engine. On the Basis of execution analysis it is been noticed
that due to the complexity of BERT model the execution time for BERT in greater than the
Universal Sentence encoder. The techniques which are used in this paper are latest state of the
art techniques but there some methods which might be useful for the whole project. We know
that we have around 1 lakh data points but the quality of the results could even increase if we
feed more data to our Model. As of now the universal encoder model is trained on general
dataset but not on the programming codes so the relevancy of results could increase if we train
our encoder model with some programming codes data. The technique used to combine the
semantic and word based similarity results are weighting average but we could look for some
techniques to combine the both similarity scores.
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