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Abstract: Many researchers and professional stock traders have struggled with the specialty 

of figuring out stock prices. The study area of stock value prediction has piqued financial 

experts’ interest greatly. Many speculators are adept at predicting the stock market’s future 

direction, which allows for decent and profitable speculation. Brokers, speculators, and 

professional traders can provide crucial information on the stock market's future direction with 

the use of tremendous and strong prediction frameworks for the stock market. In this study, 

Reinforcement Learning (RL) models are shown to have the best predictive and trading signal 

accuracy for the stock market. The Preference Ranking Organization Method for Enrichment 

Evaluation (fuzzy PROMETHEE) multicriteria decision-making (MCDM) method was used 

to evaluate the RL models developed in this study. the following; accuracy, precision, 

consistency in making profits, simplicity in implementation, profit optimization rate, volatility 

rate/speed, reliability, and speed were employed to evaluate the performance of the models. 

The results from this study showed that with a net flow of 0.0823, DDQN was determined as 

the most favorable and preferred RL model in stock trading. DQN, Dueling QN, and CNN 

came second, third, and fourth, with net flows of 0.0364, −0.0142, and −0.0465, respectively. 

RNN-LSTM with a net flow of −0.0581 was the least preferred alternative. The obtained result 

illustrates the applicability and usage of the MCDM approach in model selection. 
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1. Introduction 

The stock market plays a critical role in the overall financial market [1]. For a long time, 

researchers have been trying to figure out how to get useful trading signals during the 

transaction process in order to maximize the gains. The financial markets' price predictions are 

a hot topic in today's research as researchers look for reliable models that are simple to deploy, 

and are consistent in predicting accurate signals for trading the stock market to optimize profits 

and returns. Stock price prediction is one of the most challenging tasks in the field of financial 

market forecasting [2,3]. Technical analysis and fundamental analysis are the two main 

methods used to evaluate and forecast stock prices [1,2,4]. But this has been greatly challenged. 

The technical analysis only looks at past market data to forecast the future.  Contrarily, the 

fundamental analysis considers additional data such as the condition of the economy, headlines, 

financial statements, meeting notes from discussions between Chief executives, etc. The 

efficient market hypothesis is a foundation for technical analysis [1,2,4,5]. According to the 

efficient market hypothesis, stock prices will quickly react to market fluctuations. In reality, 

the price can change in a matter of milliseconds, resulting in extremely high stock liquidity [4]. 

Technical analysis has received a lot of attention recently for the straightforward reason that 

we can gather enough information by simply looking at the historical stock market, which is 

open to the public and well-organized, as opposed to fundamental analysis, where we must 

examine unstructured datasets [1,2,4,6]. Both technical and fundamental analysis performed 

by humans has been greatly challenged by the inability to consistently optimize profits returns 

and the prediction of future outcomes [1,2,4,6]. The major goal of stock trading is to maximize 

returns while trying to avoid high risks[6,7].  

Given the rapid growth of the deep learning community, deep learning techniques have 

recently been the most popularly chosen techniques because it is believed that deep 

reinforcement learning algorithms can outperform human players and other traditional 

statistical learning algorithms [1,2,8]. The non-stationarity and non-linearity of the stock 

markets are other factors that traditional statistical learning algorithms cannot handle [1,2]. The 

need to create something novel has arisen as modern artificial intelligence techniques have 

gotten closer to how people think and act. Human cognition and learning are stimulated by 

deep reinforcement Learning, which combines the perception of deep learning with the 

capacity for decision-making of reinforcement learning. This technique can output actions 

directly through the simulation of a deep neural network, which can be directly controlled 

according to the input image without the need for external constant monitoring, and it can input 

vision and other high-dimensional and multidimensional resource information[1,2]. By 

extracting the input data from the higher dimension, a deep neural network can automatically 

locate the corresponding representation of the lower dimension. Integrating respondent bias 

into the hierarchical neural network architecture is at the heart of deep learning [1,2]. Deep 

Learning and reinforcement learning, therefore, have strong feature extraction and perception 

capabilities [1,2,9]. Its weakness is that it is incapable of making decisions [5,8,10]. 

Reinforcement learning can be used directly for decision-making, i.e. to decide how to buy, 

hold or sell any stock. But it has difficulties fully expressing perception [1,2,4–8,10,11]. Stock 

price prediction and stock trading are the two main uses of deep learning and reinforcement 

learning in the stock markets [1,2]. Price regression and stock trend prediction are the two 

subsets of applications for stock price prediction. In the first application, numerical prices are 

precisely predicted, typically using a stock's closing price or day-wise price. In the second 

method, the turning point of a stock price, or when it changes direction from up to down or 

vice versa, is typically predicted [12]. Due to the stock market's non-stationary and non-linear 

nature, traditional methods of stock market forecasting based on fundamental and technical 

analysis are typically difficult. Deep learning, both supervised and unsupervised techniques, 

have been utilized to combine fundamental and technical analysis for stock price prediction 



and stock trading [7,8,12]. Numerous studies using reinforcement learning have been reported 

in literature [1,2,7,8,10–16].   

It is already a known fact that reinforcement learning models can be deployed to predict 

the stock market, but the question is, which model is more effective and reliable? Which model 

is simple to deploy? Which model is stable and consistent in profit optimization? These 

questions have been left unanswered even though many existing works of literature have 

deployed different reinforcement models with their respective potentials. This has motivated 

us to evaluate common reinforcement learning models that have been deployed in different 

literature for stock trading based on well-defined reinforcement algorithms, and then, we 

compared them based on their performance using a hybrid multicriteria decision-making 

method called Fuzzy PROMETHEE, by establishing our comparison based on important 

criteria and factors that determine the applicability of reinforcement learning models for the 

prediction of the stock exchange market. This integrated approach is a unique approach that 

can provide a scheme for the construction of a sophisticated cognitive decision-making system 

for reinforcement learning models. Additionally, no existing research has integrated this 

approach to evaluate, compare, and rank reinforcement learning models used in trading stock.   

 

 
Fig. 1: The relationship between Artificial Intelligence (AI), Machine learning (ML), 

Supervised Learning (SL), Unsupervised Learning, and Reinforcement Learning (RL) 

The diagram of the relationship between Artificial Intelligence (AI), Machine learning (ML), 

Supervised Learning (SL), Unsupervised Learning, and Reinforcement Learning (RL) is shown 

in Figure 1. 

 

2. Reinforcement Learning in Stock Trading 

Reinforcement learning as visualized in Figure 1, is a subset of machine learning [17,18]. 

Reinforcement learning learns how to take what kind of actions are suitable for a particular 

situation in order to maximize rewards to reach a specific goal [1,2]. It is different from 

supervised and unsupervised learning in way that supervised learning learns to predict from 

corresponding labels or output values associated with it, while unsupervised learning learns the 

underlying patterns or distributions that govern a given set of data. But in reinforcement 

learning, the agent (i.e. a piece of software you are training) learns through discovering actions 

that yield the most rewards through its experience. This is only done when agents repeatedly 

interact with the environment (i.e. the surrounding area where the agent interacts) [19]. 

Reinforcement learning has been used in playing games, wind energy optimization, industrial 

robotics, video game designs, fraud detection, autonomous driving, and in stock trading. 

Reinforcement learning has been very effective in stock trading [15,19,20]. As seen in Figure 

1, consider the agent to be a stock trader, and the environment to be the stock market. The agent 

takes an action and is rewarded at time step t. Then, the environment changes to a new state. 

The agent must learn how to respond to its environment so that it can maximize its overall 

reward [1]. The models analyzed in this study are depicted in Figure 2.  



 
Fig. 2: Overview of RL models in stock trading 

2.1. Deep Q Network (DQN) 

One of the most well-known and effective reinforcement learning algorithms is Deep Q 

Network (DQN) [1,2,15]. It is a multi-layered neural network that generates a vector of action 

values for a given input state [2]. DQN is a particular type of network that employs a neural 

network to forecast Q value and continuously modifies the neural network to discover the 

maximum Q value. In the DQN, there are two neural networks: The Target Network, which is 

used to obtain the target value and has relatively fixed parameters, and the Current Q-Network, 

which assesses the current Q value. The actions (a), rewards (r), and outcomes of the next state 

(s, a, r, and s′) are recorded in replay memory, from which the training data is randomly taken 

[1,2]. Networks regularly update their parameters in response to environmental changes, and 

replay memory does the same. The Q value in DQN stands for the most recent learned 

experience. Learning the q-value function is essential to the DQN model in order to converge 

and successfully predict the Q value of each action in a range of states [2]. A study by [21] 

developed a DQN that is able to combine reinforcement learning with a class of artificial neural 

networks to evaluate the performance efficiency of DQN over others in games. The Atari 2600 

platform which offers a diverse array of tasks, and is difficult for human players was used to 

evaluate the DQN agent. The DQN was compared with other efficiently performing 

reinforcement learning models along with a human game tester that is highly proficient in 

playing under controlled conditions. The study showed that the DQN method outperforms the 

best existing reinforcement learning methods. Another study by  [22] developed a DQN for 

automated stock trading to make automatic decisions and achieve long-term stable profits. 

When DQN was compared with benchmarks of buy and hold and random action-selected DQN 

trade, the results showed that DQN outperforms the benchmarks. Other two classic models in 

deep reinforcement learning modified by the DQN models are; Double Deep Q-Network 

(DDQN), and Dueling Double Deep Q-Network (Dueling DDQN).  

 

2.2 Double Deep Q-Network (DDQN) 

DDQN is the combination of an old neural network and a new neural network, where the 

new neural network has an updated internal parameter with a time difference [2,23]. The DQN 

optimal Q value has been known to do the selection and evaluation of actions, this has often 

led to choosing an overestimated value which usually leads to an overestimation of the Q value. 

This overestimation of the Q value leads to an accumulated error with the increase in the 

number of iterations. Van Hasselt et al. [21] proposed the DDQN model to solve this 

overestimation problem. In the DDQN model, one of the Q networks chooses the action and 

the other evaluates the action. The new neural network helps to optimize the influence of error 

and solve the deviation problems that exist in DQN by modifying the generating of the target 

Q value [23]. A study by [22] showed that DDQN outperforms human beings in many fields 

such as playing Atari games and also in making trading decisions. When DDQN was compared 

to other proficient models, the results showed that the DDQN outperforms all models and even 

the DQN model. The DDQN model is able to discover and exploit profitable patterns more 

than other models. A study by [23] showed that the DDQN outperforms the DQN both in 

accuracy and policy quality. In trading stock, [24] proved the effectiveness of DDQN in 



predicting accurate trade signals and executing trade positions. Another study by [25] also 

proved that DDQN is able to solve the overestimation problems of DQN and therefore, it is a 

more robust model in reinforcement learning. Finally, Kim et al. [26] performed a comparative 

study and compared the performance efficacy of the DDQN model with the DQN model in 

stock trading. Results from the study showed that DDQN outperforms DQN and guaranteed 

increased and stable trading returns.  

 

2.3 Dueling Q-Network 

This dueling network is a single Q network with two streams that substitutes the typical 

one-stream Q network in existing techniques like Deep Q-Networks. Without any additional 

supervision, the dueling network automatically generates independent estimations of the state 

value function and advantage function. Depending on the impact of various actions, the value 

functions of the state action pairs in many DRL functions vary. The size of the value function, 

however, may differ depending on the state in some cases. In light of this, Wang et al. 

[27] suggested adding Dueling DQN to the DQN network pattern. Dueling DQN combines 

DQN and Dueling Network [27]. The performance capacity of the dueling Q-network was 

presented in a study by [28] based on 10 Indian stock datasets. The dataset contained the trade 

histories, and trade volumes of index NIFTY 50. The result from the study shows that the 

dueling Q-network model outperforms the DDQN and DQN models. Another study by [29] 

also proved that the dueling Q-network model is an efficient model in reinforcement learning 

which can be deployed in intraday trading of the stock market.  

 

2.4 Convolutional Neural Network (CNN) 

Convolutional neural networks (CNNs) are one kind of deep learning network that perform 

best at image processing tasks [30]. CNN models can be used to generate feature map 

visualizations to determine where the neural network is placing its attention on the candlestick 

images. CNN can switch its attention from all the candles in a candlestick image to the more 

recent ones in the image based on an event in the trading market. Computer vision and image 

classification tasks have both made extensive use of this network. In order to convert a pixel to 

a signal and train AI to play the game, CNN is also used. The result is a classification of 

different signal types. A convolutional layer and a subsampling layer are the two different types 

of layers that make up CNN [30,31]. These various layers will connect one after the other. 

Convolution will be performed in the convolutional layer, and the results will be passed on to 

the following layer. The representation size and parameter will be decreased until the data are 

a one-dimensional vector in the subsampling layer. CNN has proven to be very efficient in 

stock trading. A study by [30] trained a CNN model to make stock predictions. Preprocessed 

stock data were input into the model for an improved result of the model. The result from the 

study indicated that the CNN model is a robust model that can be deployed in making 

predictions in stock trading. Another study by [31] proposed an algorithmic CNN-TA trading 

model using a 2-D CNN that has a high image processing capacity. When compared with other 

common trading systems, the result indicated better performance for the CNN-TA model in 

buying, holding, and selling stock instruments. Finally, a study by [32] and [33] also proved 

the performance efficiency of the CNN models over LSTM and other common trading 

strategies [34]. 

 

2.5 Recurrent Neural Network (RNN)- Long Short-Term Memory Model (LSTM)  

A Recurrent Neural Network (RNN) is a sort of NN that uses previous layers/information to 

extract current information and predict future trends [35,36]. To predict future trends, the RNN 

recalls the earlier extracted and stored information, in this case, the hidden layer serves as a 

repository for historical data from the sequential data. Due to the difficulties in storing long-



term memory for RNNs, long short-term memory is used (LSTM) [37]. The memory line-based 

LSTM performed exceptionally well in forecasting scenarios including protracted data. 

An LSTM contains gates along the memory line that can be used to memorize previous 

information. The LSTM is a unique type of RNN because it can memorize data sequences [36]. 

A set of cells responsible for storing passed data streams must be present in every LSTM node. 

LSTM is one sort of RNN that can capture data from earlier stages and use it to make 

predictions for the future. The RNN-LSTM model has been very assistive in predicting the 

stock market. A research study by [38] and [39] deployed the LSTM model for predicting stock 

prices. The result showed that the LSTM model performed very well in generating profits. 

Another study by [40] presented the RNN-LSTM model to deal with anticipated stock market 

files. Results proved to be very efficient with the LSTM model. The performance accuracy was 

equated to about 97%. Finally, a research study by [41] optimized the LSTM model to prove 

its feasibility and performance in generating trade signals. When tested with six U.S market 

stocks, an average accuracy of 59.5% was obtained. The model was able to generate a total 

profit of $4143,233.33 with a $6,000,000 initial investment capital.  

 

3. Methodology 

The evaluation, assessment, and comparison of models have historically been based on 

performance evaluation metrics like mean absolute percentage error (MAPE), accuracy, F1 

score, log loss, precision, recall, specificity, and so forth. None have increased the number of 

significant metrics or performance evaluation metrics to evaluate models that are more reliable, 

flexible, and less compromising. Consequently, there are several research questions, such as 

what happens if a decision-maker requires significant key aspects that are not covered by 

performance evaluation metrics.  

This research study takes a novel approach to evaluate reinforcement models used in stock 

trading by using the Multicriteria decision-making method (MCDM) called fuzzy 

PROMETHEE based on certain selected criteria. This methodology has never been deployed 

in evaluating reinforcement learning models in stock trading.  Therefore, this method is unique 

in its kind to this study.  

Performance metrics must be used to evaluate the model's predictive ability after 

reinforcement learning models have been developed. Accuracy and precision in performance 

are the focus of these metrics. However, none mentions other crucial aspects including the 

model's applicability, functioning, and the effects of different factors on the model. The 

question of whether an "accurate model" can manage redundant and irrelevant market variables 

and if a precise model can be applied to a large dataset can be reduced to this. These are crucial 

factors for decision-makers to consider when selecting a model. Examples of these include the 

number of training samples needed, the effect of feature scaling, the effect of hyperparameter 

adjustment, and sensitivity to trivial features. MCDM approaches are crucial in this regard. 

One of the most important ways to choose the optimal course of action from a variety of options 

is to use MCDM approaches. It is a powerful tool with tremendous potential in the field of 

operational research that deals with how to compare a group of options using a variety of 

criteria [42–44]. We suggest combining and assessing the predictive, adaptability, and usability 

criteria of reinforcement learning models using MCDM. As a result, decision-makers will have 

access to resources that will help them make informed decisions when choosing the ideal model 

for stock trading [45]. 

 

3.1 Application of Fuzzy PROMETHEE  

PROMETHEE is an MCDM technique that is user-friendly. It can be perfectly applied to 

real-life problem structures and is known for its efficiency in providing more preferences to 

decision-makers and fuzzy logic supports the decision-makers considering uncertainty based 



on available criteria in the PROMETHEE model [44]. PROMETHEE 1 is a partial ranking 

structure and PROMETHEE II is the complete ranking structure and (both), is a technique that 

provides simplicity for ranking the alternatives.  

In this study, several criteria were proposed and weights of importance were assigned to each 

criterion based on expert opinions to evaluate the alternatives. The criteria include; accuracy, 

precision, consistency in making profits, simplicity in implementation, profit optimization rate, 

volatility rate, reliability, and speed. To implement fuzzy PROMETHEE, each criterion is 

simplified using a linguistic scale of relevance as seen in Table 1. RL models were evaluated 

using the selected criteria and their importance weights as shown in Table 2 using the fuzzy 

linguistic scale. In addition, the Yager index was applied to de-fuzzified the fuzzy values using 

Equation 1. 

(3N - a + b)/3                                                                                                                          (1) 

where N is the center of the set, a is the distance between the center and left bound and b is the 

distance between the center and the right bound.  

The Yager index is a recommended technique for defuzzification since it considers all possible 

points of the sets for this process [45]. Finally, the PROMETHEE approach was deployed using 

the Gaussian preference functions for each criterion.  

There are 5 main steps of the PROMETHEE method to be applied for the MCDM analysis  

Step 1: The preference function Pj(d) of each criteria j should be defined. 

Step 2: Importance weights of each criteria wt=(w1, w2, …, wk) should be defined. 

Step 3: For each of the alternative pairs 𝑎𝑡, 𝑎𝑡′   A, the outranking relation (π) should be 

determined by the:  

𝜋(𝑎𝑡, 𝑎𝑡′) = ∑ 𝑤𝑘 . [𝑝𝑘(𝑓𝑘(𝑎𝑡) − 𝑓𝑘(𝑎𝑡′))]𝐾
𝑘=1 , 𝐴𝑋𝐴 → [0,1]                                         (2) 

where π (a, b) denotes the preference indices, which shows the preference intensity for an 

alternative 𝑎𝑡 in comparison to an alternative 𝑎𝑡′  while counting all criteria. 

Step 4: The positive and negative outranking flows should be determined as follows:  

A positive outranking flow of the alternative 𝑎𝑡:  

𝛷+(𝑎𝑡) =
1

𝑛−1
∑ 𝜋(𝑎𝑡, 𝑎𝑡′ )𝑛

𝑡′=1
𝑡′≠𝑡

                                          (3) 

A negative outranking flow of the alternative 𝑎𝑡: 

𝛷−(𝑎𝑡) =
1

𝑛−1
∑ 𝜋(𝑎𝑡′ , 𝑎𝑡)𝑛

𝑡′=1
𝑡′≠𝑡

                                                                          (4) 

n denotes the number of the alternatives. The 𝛷+(𝑎𝑡)  defines the strength of alternative  𝑎𝑡 ∈ 

A, while the negative outranking flow 𝛷−(𝑎𝑡) defines the weakness of alternative  𝑎𝑡 ∈ A. 

 PROMETHEE I determine the partial pre-order of the alternatives while PROMETHEE II 

determines the net ranking to alternatives. The partial pre-order of the options can be 

determined based on the following statements: 

     Via PROMETHEE I, alternative 𝑎𝑡 is selected to alternative 𝑎𝑡′  (𝑎𝑡𝑃𝑎𝑡′ ) if it satisfies either 

of the statements given below.  



{
𝛷+(𝑎𝑡) ≥ 𝛷+(𝑎𝑡′) 𝑎𝑛𝑑 𝛷−(𝑎𝑡) < 𝛷−(𝑎𝑡′)

𝛷+(𝑎𝑡) > 𝛷+(𝑎𝑡′) 𝑎𝑛𝑑 𝛷−(𝑎𝑡) = 𝛷−(𝑎𝑡′)
 

                                                                       (5) 

𝑎𝑡 is indifferent to alternative 𝑎𝑡′  ( 𝑎𝑡𝐼𝑎𝑡′ ) if:  

       𝛷+(𝑎𝑡) = 𝛷+(𝑎𝑡′)  𝑎𝑛𝑑  𝛷−(𝑎𝑡) = 𝛷−(𝑎𝑡′)                                                              (6) 

And at is incomparable to 𝑎𝑡′  (𝑎𝑡𝑅𝑎𝑡′
 
) if: 

{
𝛷+(𝑎𝑡) > 𝛷+(𝑎𝑡′) 𝑎𝑛𝑑 𝛷−(𝑎𝑡) > 𝛷−(𝑎𝑡′)

𝛷+(𝑎𝑡) < 𝛷+(𝑎𝑡′ )    𝑎𝑛𝑑 𝛷−(𝑎𝑡) < 𝛷−(𝑎𝑡′)
                                                         (7) 

Step 5: The net outranking flow can be calculated for each alternative by using the Eq. (8). 

𝛷𝑛𝑒𝑡(𝑎𝑡) = 𝛷+(𝑎𝑡) − 𝛷−(𝑎𝑡)                                          (8) 

Via PROMETHEE II, the complete order with net flow can be determined as: 

𝑎𝑡 is preferred to 𝑎𝑡′  (𝑎𝑡𝑃𝑎𝑡′ ) if 𝛷𝑛𝑒𝑡(𝑎𝑡) > 𝛷𝑛𝑒𝑡(𝑎𝑡′)                                                       (9) 

𝑎𝑡 is indifferent to 𝑎𝑡′  (𝑎𝑡𝐼𝑎𝑡′) if 𝛷𝑛𝑒𝑡(𝑎𝑡) = 𝛷𝑛𝑒𝑡(𝑎𝑡′ )                                           (10) 

The higher 𝛷𝑛𝑒𝑡(𝑎𝑡) value provides the better alternative. 

The criteria that were used to evaluate alternatives during the decision-making process were 

carefully chosen. It is necessary to give weights in order to determine the relative significance 

levels of each criterion because not all criteria are equally relevant. The most crucial criteria 

are given more weight, while the least crucial criteria are given less weight. The fuzzy 

PROMETHEE approach relies on the applied criteria, weighted criteria, and defined 

preferences to rank particular alternatives. Different decision-makers may have different 

preferred alternatives and criteria and the outcomes can be updated accordingly. Diverse 

decision-makers may come up with different ideas based on predetermined preferences to 

compare, analyze, and rank outcomes when the necessity to choose criteria occurs. Expert 

opinion is crucial and required to obtain the most ideal solution to selection problems 

containing multiple parameters.  

Knowing whether or not a reinforcement learning model predicts trade signals correctly is 

critical because it will significantly affect profit optimization. If a model is not consistent in 

producing correct signals and accurate rewards, a decision-maker will not want to start the 

deployment of the model [46] [47]. A decision-maker will also be interested in knowing the 

number of incorrect predictions generated by the model. When analyzing RL models used in 

stock trading, some of the most often utilized evaluation metrics include accuracy, reliability, 

precision, and consistency in optimizing profits. They serve as the primary performance 

indicators for the model, highlighting successfully and erroneously classified values. As a 

result, they were assigned a very high weight as shown in Table 1. The rate at which profits are 

optimized is also important because no decision-maker will like to deploy a model that 

generates negative returns. Thus, the profit optimization rate was assigned a high weight. Some 

instruments in stock trading are known to have high volatility/liquidity rates, common 

examples are the National Association of Securities Dealers Automated Quotations (Nasdaq 

100) and the Standard & Poor's 500 Index (S & P 500). A slow model will not be able to 

accurately generate profitable signals. Therefore, volatility rate/speed significantly impacts 

model performance and was also assigned a medium weight.  

 

Table 1. Linguistic Fuzzy Scale and assigned weights of importance to the criteria. 



Linguistic 

scale for 

ranking 

Triangular 

Fuzzy Scale 

Importance ratings of 

criteria 

Very High 

(VH) 

(0.75, 1, 1) Accuracy, precision, 

consistency in making 

profits, reliability 

High (H) (0.50, 0.75, 

1) 

Profit optimization rate 

Medium (M) (0.25, 0.50, 

0.75) 

Volatility rate/Speed 

Low (L) (0, 0.25, 

0.50) 

 

Very Low 

(VL) 

(0, 0, 0.25)  

 Table 2: Data set for evaluating RL models 

Aim Max Max Max Max Max Max 

Alternatives/

Criteria 

Accura

cy 

Precisi

on 

Consistency 

in making 

profits 

Reliabili

ty 

Profit 

optimizati

on rate 

Volatilit

y 

rate/Spe

ed 

DQN 

[1,2,15] 

VH H H YES H M 

DDQN [2,23] VH H VH YES VH VH 

Dueling QN 

[27] 

H H M NO H H 

CNN [30,31] M M H YES M H 

RNN-LSTM 

[34,35] 

M M M YES H H 

 

4. Results and Discussions 

DDQN outperformed other models with the highest accuracy, precision, reliability, 

consistency in profit optimization, and speed whereas naive CNN and RNN-LSTM have the 

lowest accuracy, precision, profit optimization, and speed. The results obtained were 

satisfactory. This makes the RL models entirely appropriate and satisfactory to implement in 

predicting the stock market. When compared with previous studies employing the models in 

stock trading, our approach for ranking RL models is reliable in decision-making.  

With a net flow of 0.0823, DDQN was determined as the most favorable and preferred RL 

model in stock trading using the fuzzy PROMETHEE method of decision-making. DQN, 

Dueling QN, and CNN came second, third, and fourth, with net flows of 0.0364, −0.0142, and 

−0.0465, respectively. RNN-LSTM with a net flow of −0.0581 was the least preferred 

alternative, as shown in Table 3. However, the results may differ if a different weight is 

assigned to the criteria.  

Table 3: PROMETHEE Flow Table 

Rank Alternatives Outranking 

NetFlow 

Positive 

NetFlow 

Negative 

NetFlow 

1 DDQN 0.0823 0.0823 0.000 

2 DQN 0.0364 0.0451 0.0087 

3 Dueling QN -0.0142 0.0189 0.0331 



4 CNN -0.0465 0.0078 0.0542 

5 RNN-LSTM -0.0581 0.0073 0.0654 

 

 

Fig. 3 displays the evaluation results of the models, highlighting their advantages and 

disadvantages as well as the final order of available options. Each model is represented in this 

graph from most to least preferred. The parameters above the 0 threshold denote the advantages 

of the alternative, while the parameters below the 0 threshold denote the disadvantages of those 

alternatives. The net flow values are shown in the diagram, where options are arranged from 

left to right according to rank. A vertical bar made up of criteria shows the alternatives. This 

bar illustrates the contribution of each criterion to the final net flow value of an alternative. The 

height of the vertical bar, multiplied by the appropriate weight of the given criterion, displays 

the difference between the positive and negative preference flow. The highest positive values 

are displayed by the indications at the top of the vertical bar, while the highest negative values 

are displayed by the indicators at the bottom of the vertical bar. As a result, the PROMETHEE 

diagram offers a thorough picture of all options and requirements, together with an assessment 

of their relative weight [48]. 

 

 
 

Fig. 3: PROMETHEE Evaluation ranking of RL algorithms. 

 

5. Conclusion 

This study suggests a novel method for selecting the best RL model for signal generation 

and prediction in stock trading. By including more variables than only the often-used key 

metrics, this innovative technique advances the evaluation of RL models and thereby creates a 

new path for model evaluation. Important factors including accuracy, precision, consistency in 

producing profits, ease of implementation, profit optimization rate, volatility rate/speed, 

reliability, and speed were considered in this study. These criteria are important, as 

demonstrated by the study's findings. With this study, existing literature relating to RL models 

for stock trading has been verified, and it is aimed to inform stock traders that are uncertain 

about the best RL models for predicting the stock market.  

The findings of this study show that the deployed method is useful and effective for 

evaluating RL model performance. The result might change if the weights given to the various 

criteria are changed. The obtained result illustrates the applicability and usage of the MCDM 

approach in model selection. 
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